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Agenda

E» Latency, Throughput and Scalability
E» Scale-up vs Scale-out

E» Scale-out Architectures

E» Trivial Scalability Benchmarks

B Scaling a Customer Workload

) Summary and Q & A
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Latency, Throughput and Scalability

Latency How quickly can one operation complete

One sprinter in 9.58 seconds
~ 40 km/h for 100M [2009]

Throughput How quickly can many operations complete

Ten sprinters in under 11 seconds

~ 40 km/h for 100m [2009]

Scalability By adding more resources can throughput keep increasing

33 cars on 2.5 mile oval track
~250 km/h for 804 km [Indy 500, 2017]

ORACLE
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You can only go so big

IBM z14 Oracle Super Cluster ~ HPE Superdome Flex  SG| Altix 4700
z14 Microprocessor  SPARC M8 Intel Xeon Intel Itanium 2

32 CPUs @ 5.2 GHz 16 CPUs @ 5.1 GHz 32 CPUs @ 3.6 GHz 2048 CPUs @ 900 MHz
- 10 cores, 20 threads - 32 cores, 256 threads - 28 cores, 56 threads - 2 cores, 4 threads

8 TB DRAM 16 TB DRAM 48 TB DRAM 128 TB DRAM

ORACLE
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Vertical Scaling Limits

* Only so many CPUs interconnected

ime=lonnliecens =i e Remote Access ---------------5

* NUMA limits
* Complexity & Cost
* Niche I\/Iarket

Memory
Controller
J13|013U0)

LSTIVIETY

Memory Channel Interconnect Memory Channel

8+ Sockets

4-8 Sockets

1-2 Sockets

ORACLE
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Horizontal Scaling hardware
* Use cheap/fast Linux x8664 servers, eg Oracle Sun X7-2

* NUMA affects are minimal
* Commodity servers keep getting faster, cheaper and more powerful
* 1.5 TB DRAM [Persistent Ram coming, Intel/Oracle PMem demo]

* Two Intel Xeon 8164 @ 2.2 GHz, 26 cores
* Up to eight NVMe SSDs

* 42 1U servers per Rack:
—2*42 =84 CPUs T
—~1.5*42 =63 TB RAM

ORACLE
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Lower Latency with TimesTen Cache

Oracle 11.2.0.4 RAC

Query Oracle Cache
RAC nodes were Oracle Sun X7-2L

1 43 3

. NVMe Storage

e > ° Over 50 Million Users

Q3 105 8

Q4 121 20 Application Tier Database Cache (Time§Ten)

Qs 140 = Ran on the same nodes as the production RAC
Q6 63 9 5 table joins for 100s of millions of rows of data

7 231 18 Latency is in Micro Seconds ...

Copyright © 2018, Oracle and/or its affiliates. All rights reserved. | Confidential — Oracle Internal/Restricted/Highly Restricted 7



Oracle Database & Real Application Clusters Architecture

Storage

==

Oracle Database
- Single Instance
- Single DB image

ORACLE

!

-y I' L J \\

. l” \\\

- ’, \\
) Shared Storage

=

r——

Oracle Real Application Clusters Oracle Exadata

- Multiple Database Instances - Multiple Database Instances
- Single DB image - Single DB image

- Shared Storage - Shared Storage

Copyright © 2018, Oracle and/or its affiliates. All rights reserved. |



Oracle Sharding Architecture

Unsharded Table in Sharded Table in Three Databases
One Database

Server

Server A Server B Server C

Oracle Sharding

- Multiple Database Instances
- Multiple DB images

- Independent Storage

ORACLE
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Oracle NoSQL Architecture

Key Space

Hash Function

Partition Numbers

Replication Group® Replication Group”

Rep Node Rep Node
Master Master

Data Center 1 Data Center 2
Storage Nodes

Oracle NoSQL

- Multiple ‘DB’ Instances
- One DB image

- Independent Storage

ORACLE
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Oracle TimesTen Scaleout Architecture

ORACLE

TimesTen Scaleout

Oracle TimesTen Scaleout Architecture
- Multiple Database Instances

- Single DB image

- Shared Nothing

ORACLE
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Summary of how to Scale Database Apps

ORACLE
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Summary of how to Scale Database Apps

* Do not do dumb things
* Tune your SQL
* Use PLSQL stored procedures intelligently

* Use good hardware

* Scale-up with Sun SuperCluster

* Scale-out with Exadata

* Scale-out with Application Tier Database Cache or TimesTen Scaleout

ORACLE
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Low Latency - Microseconds Response Time

select directory nb,
last _calling _party,
descr

from vpn_users

6.00
where vpn_id = :1
and vpn_nb=:2 5.00
,, 4.00
<
TPTBM Read and Update 2 200
E5-2699 v4 @ 2.20GHz g '
2 socket, 22 cores/socket, = 2 00

2 threads/core
TimesTen 11.2.2.8.0
(100M rows, 17GB data) 1.00

ORACLE

0.00

SELECT Query

Copyright © 2018, Oracle and/or its affiliates. All rights reserved. |
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Some Throughput & Scalability Benchmarks

: *
* YCSB : Yahoo Cloud Serving Benchmark Surveyed YCSB (Workload B) Results
— Developed at Yahoo for Cloud Scale workloads Product Type Nodes Ops/Sec
— Widely used to compare scale-out databases, NoSQL
databases, and (non-durable) in-memory data grids "’WN\*{(/ G & NoSQL DB 32 227 K
. ) cassandra
* A series of workload types are defined:
N L DB 2 275 K
— Workload A: 50% reads, 50% Updates .mongODB 0= 2>k
— Workload B: 95% reads, 5% Updates SCYLLA. NoSQL DB 3 715 K
— Workload C: 100% reads
* The YCSB Client cannot be changed VOLTDB Scale-OutRDBMS 6 16M
— DB Vendors implement the DB Client interface in Java -
<EROSPIKE NoSQL DB 8 1.6 M
— The version and exact configuration matters

* There is no official repository of YCSB results
These were the largest results we found online

ORACLE
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YCSB Workload B (95% Read 5% Update): 38 Million Ops/Sec

Reminder: The best YCSB-B result found in our survey was 1.6 Million Ops/Sec

45,000,000

40,000,000 38,154,715

35,000,000
30,000,000
25,000,000
20,466,127
20,000,000

15,000,000

Operations per Second

10,661,407

10,000,000
5,505,610

5,000,000 2,772,366 .
2X2

1x2

ORACLE

4x2 8x2 16x2
Oracle TimesTen Scaleout Configuration

YCSB version 0.15.0

e 1KB record
(100-byte x 10 Fields)

* 100M records / Replica Set

* Uniform Distribution

TimesTen Scaleout
* 1to 16 replica sets

* 2 synchronous replicas per
replica set

Oracle Cloud Infrastructure
e 32 *BM.Densel02.52

16
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TPTBM 80% Read 20% Update: 153 Million Transactions/Sec

180,000,000
160,000,000
140,000,000
120,000,000
100,000,000

80,000,000

60,000,000

Transactions per Second

40,000,000

20,000,000

ORACLE

5 695,071 11,251,034 .
— [ ]
x1 8x1

2x1

153,140,347

81,746,166

41,633,465

22,611,122

4 16x1 32x1 64x1
Oracle TimesTen Scaleout Configuration

Copyright © 2018, Oracle and/or its affiliates. All rights reserved. |

TPTBM Configuration
* 128-byte record
* 100M records / Replica Set

* Uniform Distribution

TimesTen Scaleout
* 1to 64 replica sets

* 1 replica per replica set

Oracle Cloud Infrastructure
e 32 * BM.Densel02.52

* Two TimesTen instances
per compute node

17



TPTBM 100% Read: 1.4 Billion Reads Per Second!!

TPTBM Configuration
1,430,090,196] « 128-byte record

* 100M records / Replica Set

1,600,000,000

1,400,000,000

1,200,000,000 . oL .
* Uniform Distribution

©
S 1,000,000,000
& TimesTen Scaleout
g 800,000,000 714,785,994 _
@ * 1to 32 replica sets
© 600,000,000 :
o * 2 synchronous replicas per
400,000,000 356,355,946 replica set
200,000,000 178,371,185 Oracle Cloud Infrastructure
44,524,225 58:637,257 .
’ ’ ° *
— 32 * BM.Densel02.52
1x2 2x2 4x2 8x2 16x2 32x2 * Two TimesTen instances
Oracle TimesTen Scaleout Configuration per compute node

18

ORACLE
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What Hardware was Used?

Oracle Sun X7-2

* Two Intel Xeon 8164 @ 2.2 GHz, 26 cores
e 768 GB RAM
* Four NVMe SSDs

* Two 10G Ethernet ORACLE CLOUD

Oracle Cloud Infrastructure
e 32 * BM.Densel02.52

ORACLE
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ORACLE
TimesTen Scaleout

World’s Fastest OLTP Database

ORACLE
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Subset of Customer’s Data Model

+ seven other tables for the ‘write’ workload

ORACLE

Copyright © 2018, Oracle and/or its affiliates. All rights reserved. |
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Critical Query

ORACLE
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Critical Update Transaction
/select something\ /select something\

from R2 from R3

where coll = :x where coll = :x
and col2 =:y; and col2 =:y;
update R2 update R3

set something =:s set something =:s
where coll = :x where coll = :x

kand col2 =:y; / \and col2 =:y; /

ORACLE
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Scale U Scale Out?
cale Up or Scale Ou /W/i‘\

cassandra
M E M SQ L mongoDB

Couchbase

AEROSPIKE

TimesTen Scaleout

cassandra MEMSQL

H3a1SN10¥3dns

Four 5.1 GHz SPARC CPUs

256 hardware threads per CPU socket

64 MB L3 Cache «‘\’KVM 32 Core VIMs

16 TB RAM 64 GB RAM
ij’CeﬂL@S Cinder Storage

&

8 NVMe SSD for DB Storage + 12 Disks

40 G Infiniband
4 Quad 10G Ethernet n "

Oracle Database 11g openstack NetApp

ORACLE
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Best Case Architecture for customer workload

Attribute Value
ORACLE Data Reads & Writes 100% Local RAM
TimesTen Scaleout ,

Storage Reads & Writes 100% Local NVMe SSD

Storage Bottleneck No
r r r r r r Fast CPU Xeon
Number of CPU cores 24
? ? g g ? ? Sufficient Memory Yes. 320 GB
r» r r r | r r DB Tuned Yes

App tuned No. Python without SQL prepares or binds

Result: 11 Million Transactions / second

ORACLE
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Worst Case Architecture for customer workload

Attribute Value

ORACLE’ Data Reads & Writes 90% on a remote VM
TimesTen Scaleout . .
Storage Reads & Writes 100% remote [Cinder/Netapp]

Storage Bottleneck Maybe. Network bound
r r r r r r Fast CPU Xeon
Number of CPU cores 32
? ? g g ? ? Sufficient Memory No. Only 32 GB
r» r r r | r r DB Tuned Yes

App tuned Yes. ODBC with SQL prepares and binds

Result: 304K Transactions / second

ORACLE

Copyright © 2018, Oracle and/or its affiliates. All rights reserved. | Confidential — Oracle Internal/Restricted/Highly Restricted

26



Some Results

240K TPS
60/40 Workload
|O Bound
ACID 1PC

4 Socket SMP

ORACLE

cassandra MEMSQL
< 168K TPS 168K TPS
60/40 Workload 60/40 Workload
Network Bound Network Bound
Eventual Cons Eventual Cons
Negative Scaling | 37 Node Cluster

ORACLE

TimesTen Scaleout

304K TPS
60/40 Workload

Network Bound
ACID 2PC

10 Node Cluster

Copyright © 2018, Oracle and/or its affiliates. All rights reserved. | Confidential — Oracle Internal/Restricted/Highly Restricted
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How Many Client Server SQL Network Round Trips ?

-

™

)

1. Select * from table where PK = :value;
2. Select * from table where PK between 10 and 20;
3. Update table set column = :X where PK = :value;
4. Update table set column = :X where PK between 1000 and 2000;
5. Select * from a, b, ¢, d where {non Cartesian Product}
C N
A. One
B. Two
C. Three
D. Lots
E. It Depends
(U 4

ORACLE
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Data Distribution Methods Distribute bv

Hash
Distribute Table Data by Hash, Reference or Duplicate
Customer

. . Distribute b
 Distribute by Hash Reference
_ . Distribute by
— Primary key or user-specified columns Duplicate
— Consistent hash algorithm

— Examples: Customers, Subscribers, Accounts

* Distribute by Reference _ _ _ _

— Co-locate related data to optimize joins
— Based on FK relationship == == ==
— Supports multi-level hierarChy n- n- n- n-

Copyright © 2018, Oracle and/or its affiliates. All rights reserved. | 29

 Distribute by Duplicate

— ldentical copies on all elements

— Useful for reference tables
— Read and join optimization

ORACLE




Scalability Challenges

* Four table joins with hash distribution for ‘read workload’ with (+)
* Seven queries + seven updates for ‘write workload’

* Client Server round trips

* Not enough RAM [64 GB] per VM

* KVM + OpenStack Neutron networking overhead

ORACLE
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Techniques which helped Scalability

Determine the best distribution clauses

— The Distribution Advisor eliminates the guess work

Determine the best indexes

— The Index Advisor eliminates the guess work

Prepare and Bind the SQL statements

Check the explain plans

Use Stored Procedures for the ‘read’ and ‘write’ transactions

— Execute many statement in a single network round trip. Procedural logic + commit/rollback

Use the Routing API

— Determine where the data is to avoid network hops

Use more DB nodes
— The VNIC became network bound [ksoftirq]

— Use more modes to lessen the load per VNIC

ORACLE
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TimesTen Scaleout SQL APIs

s p.
Java @ @ @ @ @ pythor ‘@dc

a0
. 5
0

PorPpouE@D -
API Comment
JDBC The same (JDBC 4.3)
ODBC The same (ODBC 3.5.2)
OcCl The same (OCl 11.2.0.4.+)
R-Oracle The same (OCl 11.2.0.4.+)
ODP.Net The same (OCIl 11.2.0.4.+)
PL/SQL The same (11.2.0.4.4)
Python The same (cx_Oracle, ODPI-C)
Ruby The same (Ruby-ODPI, ODPI-C)
Golang The same (go-goracle, ODPI-C)

ORACLE
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TimesTen in On Premises

* TimesTen Scaleout requires :

* Linux x8664 (glibc 2.12+)
* Oracle Linux / Red Hat / CentOS 6.4+, 7+
* Ubuntu 14.04+
* SuSE 12+

JDK 8+
TCP/IP or IPoIB

A file system [eg ext4, not ext2 or ext3]
Enough RAM for the DB

CLOUD SOFTWARE

ORACLE

n docker VM

@
kubernetes @ openstack | © Rocket vmware’ @n“ \¢ VirtualBox

ORACLE
LINUX

MontaVista

ORACLE Qe\:KVM 2" Hyper-v/

Copyright © 2018, Oracle and/or its affiliates. All rights reserved. |
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TimesTen Scaleout on OCI, AWS, Azure, Google

‘ redhat SUSE ® w05 ORACLE

: 4
Amazon Linux ubuntu LINUX

® N @
ORACLE' Apache ] a
Ti T |

imesTen Scaleout ava Zookeeper

ORACLE
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Centralized Installation and Management

* All TimesTen Scaleout management
and admin operations are performed

from a single host

— Installing software

— Patching software

— Configuration

— Database creation and management
— Backup and restore

— Monitoring

— Collecting diagnostics

e Command line interface
* SQL Developer (GUI) interface

ORACLE

| TimesTen Grid
B30 L=
‘@ TimesTen Grid
=-08 pmdemo (Model: Latest)
e E’% Management Instances
=[] Databases
=3 demodb
#-[) Client/Server Connectables
#-[_) Direct Connectables
=[] Grid Model
=[] Hosts
#-[] tthostl

Status  Database Definition = Topology
Database demodb status is: created, loaded-complete, open
Number of application connections to demodb: Q

Number of system connections to demodb: 168

[ tthost2 Database distributed in 6 instances
#-[_] tthost3
#-[] tthost4 .
@[] tthosts Element ID Host name Instance Name In Distribution Map Data Space Group
@[] tthost6 1 tthostl instancel Yes 1
g E ’f"‘:‘é’"gm‘ 2 tthost2  instance2 Yes 2
1 ysical Groups .
&-E3) Database Definitions 3 tthost3 instance3 Yes 1
 @-[Z] demodb 4 tthost4 instance4 Yes 2
—sites 5 tthost5  instance5 Yes 1
(30 Repositories , 6 tthosté  instance6 Yes 2
i [g Membership Configuration
[ Instance Configuration
~[ sQLNet
“[) TNS Names
Copyright © 2018, Oracle and/or its affiliates. All rights reserved. | 35



Columns | Data | Grants | Statistics | Sizes | Indexes | Aging attributes | Distribution SQL

- m w Actions...
-- Database 1s 1n Oracle type mode
create table APPUSER.ACCOUNTS (

ACCOUNT_ID NUHBER(10) NOT NULL,

PHONE VARCHAR2 (16 BYTE) INLINE NOT NULL,
ACCOUNT_TYPE CHAR(1 BYTE) NOT NULL,

STATUS NUHBER(2) NOT NULL,

CURRENT_BALANCE NUHBER(10,2) NOT NULL,
PREV_BALANCE NUHBER (10, 2) NOT NULL,
DATE CREATED DATE NOT NULL,

primary key (ACCOUNT_ID),
constraint FK_ACCT_STATUS foreign key (STATUS) references APPUSER.ACCOUNT_STATUS (STATUS),
constraint FK ACCT TYPE foreign key (ACCOUNT_TYPE) references APPUSER. ACCOUNT TYPE (TYPE),

constraint FK_CUSTOMER foreign key (CUST_ID) references APPUSER.CUSTOMERS (CUST_ID))
distribute by reference (FK_CUSTOMER);

Copyright © 2018, Oracle and/or its affiliates. All rights reserved. | Confidential — Oracle Internal/Restricted/Highly Restricted 36

ORACLE



APPUSER.TRANSACTIONS

P * TRANSACTION_ID  NUMBER (10)
PF* ACCOUNT_ID NUMBER (10)
P * TRANSACTION_TS TIMESTAMP
DESCRIPTION VARCHAR2 (60)
* OPTYPE CHAR (1)
* AMOUNT NUMBER (6,2)

Z» TRANSACTIONS (ACCOUNT_ID, TRANSACTION_ID, TRANSACTION_TS)

©3 FK_ACCOUNTS (ACCOUNT_ID)
& FK_ACCOUNTS (ACCOUNT_ID)

APPUSER.ACCOUNTS APPUSER.ACCOUNT_STATUS

P * ACCOUNT_ID NUMBER (10) P * STATUS NUMBER (2)

* PHONE VARCHAR2 (16) PP * DESCRIPTION  VARCHAR2 (100}
F * ACCOUNT_TYPE CHAR (1)
E v eraros i 3> ACCOUNT_STATUS (STATUS)

* CURRENT_BALANCE  NUMBER (10,2)

* PREV_BALANCE NUMBER (10,2)

* DATE_CREATED TIMESTAMP APPUSER.ACCOUNT_TYPE
F * CUSTID NUMBER (10) P * TYPE CHAR (1)

£
R C ol ARG >H———» + DESCRIPTION  VARCHAR2 (100)
%> ACCOUNT_TYPE (TYPE)

FK_ACCT_TYPE (ACCOUNT_TYPE)
FK_CUSTOMER (CUST_ID)

& FK_ACCT_STATUS (STATUS)
& FK_ACCT_TYPE (ACCOUNT_TYPE)
& FK_CUSTOMER (CUST_ID)

g FK_ACCT_STATUS (STATUS)

APPUSER.CUSTOMERS

P * CUST_ID NUMEBER (10)
* FIRST_NAME VARCHAR2 (30)
* LAST_NAME VARCHAR2 (30)

ADDR1 VARCHAR2 (64)
ADDR2 VARCHAR2 (64)
ZIPCODE VARCHAR2 (5)

* MEMBER_SINCE TIMESTAMP

» CUSTOMERS (CUST_ID)

ORACLE

’ s &dcustowers | e
! ¢
Columns | Data | Grants | Statistics | Sizes | Indexes | Aging attributes | Distribution SQL |Model

& ) ~ Actions...
‘ Solumn Chart e ‘ - ‘ Distribute by Hash ‘
Row Distribution for CUSTOMERS F Selected Columns
130,000 CUST_ID
120,000
110,000
100,000
30,000 ‘ Row Distribution ; - 7
Dataspa... Re... El.. Name Row Count Dist...
80,000 [1 1 1 ttgrid... 124,238 12%
- 2 3 ttgrid... 124,961 12%
S 70.000 3 5  ttgrid... 124,992 12%
';;) 60,000 4 7 ttgrid... 125,497 13%
o 5 9 ttgrid... 125,380 13%
50,000 6 11 ttgrid... 125,384 13%
7 13 ttgrid... 124,634 12%
Ly 8 15  ttgrid... 124,914 12%
30,000 Summary 1,000,000 100%
2 1 2 ttgrid... 124,238 12%
20,000 2 4 ttgrid... 124,961 12%
3 6 ttgrid... 124,992 12%
Ly a 8 ttgrid... 125,497 13%
a i 5 10 ttgrid... 125,380 13%
DataSpace group 1l DataSpace group 2 6 12 tegrid... 125,384 13%
Dataspace Group 7 14 ttgrid... 124,634 12%
B replica Set 1 I Replica Set 2 ]l Replica Set 3 8 16  ttgrid... 124,914 12%
Bl replica Set 4 ] Replica Set 5 ] Replica Set 6 Summary 1,000,000 100%
Bl replica Set 7 [l Replica Set 8 p -

Copyright © 2018, Oracle and/or its affiliates. All rights reserved. | Confidential — Oracle Internal/Restricted/Highly Restricted 37



Using Oracle cx_Python with TimesTen Scaleout

A »
— tm =) [T

python 5

ORACLE
Python [and Node.js, GoLang, Ruby and PHP] uses an OCI driver TimesTen Scaleout
fo i —

Use tnsnames or easyconnect to connect

tnsnames.ora :
sampledb 1812 =(DESCRIPTION=(CONNECT_DATA = (SERVICE_NAME = sampledb_1812)(SERVER = timesten_direct)))
sampledbCS 1812 =(DESCRIPTION=(CONNECT DATA = (SERVICE_NAME = sampledbCS_1812)(SERVER = timesten_client)))

TimesTen ODBC DSN Client/Server or
Direct Linked

38
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Oracle TimesTen In-Memory Database

Relational Database Persistent and Recoverable
ORACLE — Pure in-memory — Database and Transaction logs
nvevorvoansase — ACID compliant - persisted on local disk or flash
— Standard SQL - storage
_ Entire database in DRAM — Replication to standby and DR
systems
Extremely Fast orace | Highly Available

TIMESTEN
IN-MEMORY DATABASE

|EI\
M — Microseconds response time e — Active-Standby and multi-master

— Very high throughput replication

— Very high performance parallel
replication

A\ 4 A\ 4
ORACLE’

TIMESTEN
IN-MEMORY DATABASE

— HA and Disaster Recovery

ORACLE
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Most Widely Used Relational In-Memory Database
Deployed by Thousands of Companies

, Designing The Future
> CI/L M  EEiildee KODIAK @ & TEE asPeCt

ERICSSON

é

vodafone

L\
PEEFT PINGAN Bankof America %% COMCAST " broadsoft amdocs

ll
ence st 4,(—:5:};

; verizon’ - .. @ ,
m @ 0{5@%0 ﬁgﬁOﬁliijockeydub SMART JAPAN AIRLINES :F - 'MOblle - )koswm

Alcatel-Lucent @ Your systems
NEC m @ taen ~

DEUTSCHE BORSE Zagrebad(a banka rt' Working as one.

CTTNET SBHkHES 35E J%?!?,SF J.PMorgan ©Rakuten (il'ltEl:] KTF

Travel
)
LOCKHEED MARTIN
Nable Communications E gs H TE CH /F
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The Forrester Wave™: In-Memory Databases, Q1 2017

Strong
Challengers Contenders Performers Leaders

Strong
A

Oracle In-Memory Databases Redis Labs
Scored Highest by Forrester

both fferi Memsawﬁ) i Gf
on both Current Offering - o0 N
offering
d St t Starcounter
a n ra e gy Aerospike
—DataStax

http://www.oracle.com/us/corporate/analystreports/forrester-imdb-wave-2017-3616348.pdf

Market presence

»

The Forrester Wave™ is copyrighted by Forrester Research, Inc. Forrester and Forrester Wave™ are trademarks of Forrester Research, Inc. . ® @ O
The Forrester Wave™ is a graphical representation of Forrester's call on a market and is plotted using a detailed spreadsheet with exposed Weak
scores, weightings, and comments. Forrester does not endorse any vendor, product, or service depicted in the Forrester Wave. Information
is based on best available resources. Opinions reflect judgment at the time and are subject to change. Weak Strategy > Strong

ORACLE
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Single Database Image

oo AR
P m
* Database size not limited by memory - —
* Table data distributed across all ! l -
elements e || e !
TTTTTTTT EE——— .
— All elements are equal /E e
* Connect to any element and access = oee .
all data — = -
— Distributed queries, joins & transactions \ oracLe
. ORACLE' - 8
* No need to de-normalize data model = _ Z
\ ORACLE' %
rrrrrrrr - EEmmmm=E
W

ORACLE
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High Availability and Maximum Throughput
K-Safety, All Active

* Built-in HA via multiple copies of

mEE — o —— the data (K-safety)

TTTTTTTT

. — Automatically kept in sync

and writes
oRees — Double the compute capacity

g
T * All replicas are active for reads
A @

g

TTTTTTTT

D S * Transactions can be initiated from
N~ P Snacte and executed on any replica

TTTTTTTT

ORACLE
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TimesTen Scaleout - Elastic Scalability
Expand and shrink the database based on business needs

Data Space  Data Space

. . Group 1 Group 2
Adding (and removing) database
ORACLE’ ORACLE’
Replica Set 1 TimesTen Scaleout TimesTen Scaleout . . . .
elements eplica Se S gy )
- Data redistributed to new elements orscre | [omees
. Repllca Set 2 TimesTenBScaIeout TimesTenBS'caleout . . . . .
- Workload automatically uses the new
elements Replica set3 | CRASKS., ) (omtos | o o o
. . C ' ' c’
- Connections will start to use new
elements Replica Set 4 | s, L oeneoes | L H W
. . D D’
- Throughput increases due to increased
compute resources Replica Set 5 C’“’ACEG C’“’ACEG

ORACLE
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Database Fault Tolerance — No Application Down Time
Provided one entire copy of the database is available

* If multiple elements fail, applications }AC% cmi.;e
will continue provided there is one “

complete copy of the database

* Recovery after failure is automatic > “ﬂ’éﬁ
. ° ° ° B B
If an entire replica set is down,

application can explicitly choose to

. ORACLE RACLE
accept partial results “k
D D
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